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In this work, a novel ferroelectric FET (FeFET) based symmetric computing-in-memory (CIM) array enabling simultaneous weight gradient (AW)
calculation and weight update is proposed for on-chip learning with reduced latency. By utilizing stochastic computing (SC) scheme with novel
bipolar pulse streams for AW calculation and utilizing the output pulses of SC for update of FeFET weights, the AW calculation and weight update of
backpropagation (BP) learning are in-situ realized simultaneously for the whole array of CIM cell with special designed tri-state XNOR gate. Moreover,
through the design of symmetric differential input and readout based on reference FeFET, four-quadrant vector-matrix multiplication (VMM) of
configurable forward and backward propagation are implemented in the FeFET-based CIM array. Based on the design, image recognition’s neural
network is demonstrated with a high accuracy of 95.33% and reduced hardware cost, showing great potential for on-chip learning.

Introduction Weight Gradient Calculation and Update

Non-volatile memory (NVM) based CIM (nvCIM) for on-chip learning: § > Stochastic computing based weight gradient calculation

high area-efficiency and high energy-efficiency « SC scheme uses pulse-modulated probabilistic bitstreams to

On-chip learning of DNN using backpropagation algorithm based on simplify arithmetic operations with basic logic gates

CIM architecture: + XNOR logic is used for multiplication of bipolar data
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FeFET-based nvCIM: non-volatie multilevel weight storage, low

energy consumption and high CMOS compatibility L

Current approaches for CIM-based on-chip learning need extra [P lmml ﬂ]‘L

peripheral circuits for weight gradient calculation and row-wise writing

of weight update, suffering from high hardware cost and latency (e
Forward and Backward Propagation

FeFET-based Symmetric CIM » Four-quadrant VMM for forward and backward propagation

. . . + Signed weight: differential weight device pair (T1 & T2) are
Architecture of FeFET-based CIM for on-chip learning programmed with W; and W,,,,/2, and outputs are read differentially
Our proposed FeFET-based CIM architecture: a symmetric CIM array jf . Signed input: differential voltage V, and V,,,/2 applied over two
with simultaneous weight calculation and update, configurable peripheral cycles, and outputs from the two cycles are subtracted
circuits managing multiple modes of on-chip learning , o puttysied | iepuieyeies
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constitute a differential pair for signed weight storage
*+ M1~M4 constitute a tri-state output XNOR (TS-XNOR) for bipolar
SC based weight gradient calculation and weight update
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» Stochastic translators (STRs): convert inputs into random bitstreams .
for SC based weight calculation and update mode Evaluatlpn
« Alternating subtractors and integrators arranged in the row and Proposed FeFET-based symmetric —
column: configure forward or backward propagation mode CIM architecture with simultaneous & The proposed SWU-SCIM
weight calculation and update enables
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Summary: This work reports a novel FeFET-based symmetric CIM array for on-chip learning, enabling simultaneous weight gradient
calculation and weight update through bipolar pulses based stochastic computing design. Moreover, configurable forward and backward
propagations with a four-quadrant range are achieved through a symmetrical array design with differential input and readout. Based on the
design, on-chip learning of DNN for image recognition is demonstrated with high accuracy, highlighting its strong potential for edge Al.
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