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Abstract

Coarse-Grained Reconfigurable Arrays (CGRAs) are attracting more and more
attention for their high flexibility and energy efficiency. Due to the limited
resources, mapping large data flow graphs (DFGs) that represent application
kerncels onto a CGRA is difficult, for which partitioning is employed. However,
existing partitioning methods in the CGRA domain are unable to solve large
kernels. In this work. we propose BOPart, an efficient DFG partitioning method
based on Bayesian optimization. This enables the mapping of large DFGs that
surpass the capacity of the target CGRA, Morcover, we design a graph
coarsening method to reduce the complexity of the partitioning problem, which
further improves the performance and convergence of BOPart. BOPart can
handle benchmarks with up (o 333 operations, surpassing the capability of state-
of-the-art temporal mapping and partitioning method, which can only handle
benchmarks with up to 94 operations.

Contributions

1) We propose BOPart, a DFG partitioning method based on Bayesian
optimization, which enables the mapping of large DFGs that exceed the
capability of target CGRA.

We design a graph coarsening method to efliciently reduce the complexity
of the partitioning problem, which cnables the BOPart to deal with larger
DFGs.

Experiments shows that BOPart can partition large DFGs that contain up to
333 operations, surpassing the state-of-the-art temporal mapping and
partitioning method (up to 94 operations) in the CGRA domain.
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Fig. 3 Extra [.SUs introduced by partitioning

It is hard to design an analytic and derivable [unction that describes the objective
of the partitioning problem in CGRA. Therefore, bayesian optimization, a
sequential model-based global optimization method for black-box functions, can
be applied for CGRA partitioning.

Proposed Algorithm

We use Tree-structured Parzen Estimator ('I'PE), which utilizes mixture-of-
Gaussian models to form the surrogate model and uses the expected improvement
(EI) as the acquisition function, to model the solution space of partitioning
problem,

Let A represents the adjacent matrix of the quotient graph generated by
partitioning. » represents the number of operations in each subgraph. Considering
the edge-cuts size, the balance of resources and edge-cuts between subgraphs. and
the validity of pamtmnmo cost function is defined as:

cost(x) =« Z Z Ay + f(maz(n) — mén()) + plmax(A,) —min(A,) + validity(A)
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Fig. 4 Overview of BOPart
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Experimental Results

We use ADRES-4x4 as our target CGRA. We use seven benchmarks from
ExPRESS: firl, fir2. feedback. cosinel, cosine2, matmul, matiny and one
benchmark from MiBench: susan. We chose these benchmarks because all the
operations are supported by our targel CGRA architecture. The statistics of the
benchmarks are presented in Table I. The experiments were measured on the
Intel 17-10700 CPU(2.90GHz).
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Fig. 5 Performance of different partitioning method
Conclusion

In this paper, we propose BOPart. a DFG partitioning method for CGRAs with
temporal mapping. With Bayesian optimization and the proposed graph
coarsening method, BOPart enables the mapping of large-scale benchmarks that
contain up to 333 operations, which surpasses state-of-the-art temporal mapping
and partitioning methods. Moreover, our experiments show that for DFG
partitioning of CGRAs with temporal mapping, Bayesian oplimization can
achieve better performance than NSGA-II.
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